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This paper follows Part 1T (Winskowski, 2010), in which 10 students
were interviewed while completing a course evaluation form for
understanding of items and reasons for rating. While most responses
seemed reasonable and predictable, a significant minority contained
problematic interpretation, idiosyncratic reasoning, etc. To examine this
more directly in Part 2, 8 college-level instructors assessed transcribed
student responses from Part 1 as Relevant to the item, Irrelevant, or
Unclear. Overall, instructors found 72.6% of responses Relevant, with
27.4% as Irrelevant or Unclear. The 10 students’ response sets ranged
from 56.3% to 82.3% in the mean Relevance assessments received from
the 8 instructors, and the 12 items ranged from 42.5% to 97.5% in the
mean Relevance assessments received. Instructors ranged from 54.2%
to 85.8%.in the Relevance assessments they gave. The percentage of
agreement between instructor pairs ranged from 48.3% to 75.8%, with
a mean agreement of 63.9%. Variable levels of relevance attributed to
items, to students’ responses, and variable latitude in the instructors’
assessments casts doubt on the validity of results from a conventional
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student ratings instrument.
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Conventional Student Ratings Instruments (SRIs) are widely used to
evaluate university courses and instructor effectiveness in the western
hemisphere, increasingly in Asia and other parts of the world (Marsh,
2007), and now in a growing number of colleges and universities in
Japan. A very large research literature on the characteristics of SRIs
(also called Student Evaluations of Teachers or SETs) has emerged in
the last several decades with a large portion focused on quantitative
measures of validity, e.g. linking SRIs with grades and grade
expectations, exam scores, sources of bias, instructor personality traits,
course characteristics (workload, course size, level, discipline), student
characteristics (reason for taking a course, prior interest). While SRIs
are widely held to be moderately valid (Abrami, d’Apollonia & Cohen,
1990; Cashin, 1995; McKeachie, 1997), a smaller but consistent
countercurrent has emphasized the flawed nature of these instruments
(e.g., Birnbaum, 1999; Clayson & Sheffet, 2006; Johnson, 2003; Orsini,

1986). Sufficient concern about SRIs and advice against their sole use
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in faculty evaluation has been voiced through the years, so that when
Selden notes in a 1998 survey that 88.1% of institutions in the U.S. use
SRIs for evaluation of faculty effectiveness, he also describes increases
in the simultaneous use of alternative forms of faculty evaluation by
chairs, deans, and colleagues; classroom observation; peer review;
materials portfolios; and other qualitative measures (Selden, 1999).
Thus, the preponderance of research and recent practice in evaluation
of instructor effectiveness reflects continued use of quantitative
analysis on the statistical features of SRIs, with the growing addition of
qualitative alternatives in documenting instructor effectiveness.

Absent in the quantitative focus, and bypassed in the qualitative
alternative, is the documentation of patterns and features shown in
students’ thinking and reasoning the processes while filling out course
evaluation forms. It is the study of these patterns and features which
provides direct evidence of the validity of an evaluation instrument.
That is, it reveals students’ discoursal understanding of items and the
discoursal premises of their responses, thereby telling us what we
can and cannot expect to understand from the results of our students’
course and teacher ratings.

This paper describes the second phase of a pilot study of students’
thinking processes as they complete standardized, 12-item college
course-evaluation forms. In Part 1T (Winskowski, 2010), as students
filled out a course-evaluation form, they were interviewed and asked
to explain their understanding of each evaluation item (e.g. “I have had
a strong interest in this course from the beginning.”) and the reasons
for selecting their rating, ranging from “1 = not appropriate” to “6 =
appropriate.” While the majority of the students’ responses seemed
expected and even predictable, a significant minority appeared to
include unwarranted assumptions, problematic interpretation of the
items, idiosyncratic reasoning, and other difficulties.

The distinction between student statements that appeared responsive
to the items and those that did not, and what might be revealed in that
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distinction, merited further investigation. In Part 2 of this study, a small
group of instructors including the authors sorted the students’ item
responses according to whether they appeared Relevant to the item,
Irrelevant, or Unclear (as to relevance) to see how these distinctions
might be observed by others and to explore patterns in the data based
on these observations.

This work adds to a small body of recent research which looks
directly at students’ thinking and reasoning processes as they complete
ratings forms. Indeed, several of the results in the first part of this
study echo findings from these studies, showing that the appearance
of objectivity from numerical student ratings (i.e. scores, instrument
means, class means, etc.) masks the portion of students’ responses
which differ from an assumed norm of reasoning and rating selection.
Like the data from a comprehensive study by Benz and Blatt (1996)
which asked students to write their reasons for choosing an item rating,
Part 1 showed that students sometimes rated the subject matter (rather
than teaching effectiveness), and that some items yield more unified
themes in reasoning than others. Like the results reported in both Benz
and Blatt (1996) and in Billings-Gagliardi, Barrett, and Mazor (2004)
who conducted “think-aloud” interviews as students completed a
course evaluation, as well as Burden (2008b) who conducted teacher-
interviews on the subject, the data also showed that students attributed
some ratings to their own ability (rather than teaching effectiveness)
and offered explanations for their ratings which instructors may regard
as idiosyncratic or unexpected. Like Kolitch and Dean’s (1998) study
which examined students” explanations of global item ratings, Part 1
showed that students employed multiple interpretations of a global
item. The significance of students’ understanding and interpretation
of evaluation items cannot be underestimated. Benz and Blatt (1996)
point out that “...understanding the students’ interpretations of the
items used is crucial. This concept gets to the heart of validity...” (p.

429). Like Benz and Blatt, we hope to contribute to an understanding
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of the construct validity of SRIs in general, as well as to add to the

literature on students’ course evaluation in Japan’s universities.

Method

In the first phase of the study (Winskowski, 2010), 10 second-year
students were interviewed as they completed a conventional, college-
mandated 12-item rating form to evaluate a second-year, foreign
language course emphasizing speaking and listening of English.
They were asked (in their native Japanese): 1) What does this item
mean? and 2) Why did you give the item that rating? As is indicated
above, the dichotomy between student answers that seemed item-
responsive and item non-responsive provided the impetus for Part 2
of this study. More specifically, most students’ responses to evaluation
items seemed sensible, reasonable, and even predictable. However,
there were a substantial number of student interview responses that
revealed premises that were unwarranted, e.g., that some condition
like “looking at and knowing the syllabus” was fulfilled (i.e. for an
item asking whether the content of the course corresponded to the
syllabus), when it was not, and that all students interpreted the items
as instructors and presumably item-writers would, when some did not.
It might be assumed that students understood the terminology of the
items, whereas some students clearly had difficulty in understanding,
and that students determined ratings in a manner consistent with one
another, when they actually chose different criteria. Further, we found
that students sometimes chose a lower rating based not on instructor-
effectiveness, but rather on their own effectiveness as students. Intrigued
by how aspects of our data differed from what might be expected (and
what colleagues and administrators might expect), we decided to look
more directly at the relevancy of responses, that is, whether a response
seemed to appropriately and meaningfully address the item as we
understood it.
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First, the authors attempted to see informally if we could agree
on whether student responses were relevant, irrelevant, or not
clearly either. We independently assessed each student response as
relevant (O) to the item, irrelevant (X), or not clearly either (?), finding
agreement on 76.6%' of student responses: 76 out of 120 or 63.3%
appeared relevant to both of us, 16 or 13.3% appeared irrelevant, and
none appeared indeterminate. This measure of agreement was less
than anticipated, with an unweighted Cohen’s kappa value of .40?
suggesting low to moderate agreement at best.

A re-assessment of student responses was made, this time first
making item paraphrases to give us a common set of references. An
increase in agreement was anticipated, but in fact, it decreased slightly,
resulting in agreement on 73.3% of the student responses (70 out of
120 or 58.3% appeared relevant to both of us, 17 or 14.2% appeared
irrelevant, and one 1 or .01% appeared indeterminate). There was no
appreciable change in the Cohen’s kappa value.

If a significant portion of student responses (26.7% and 23.4%
for the first and second attempts) could not be agreed upon by us as
responding relevantly to the items, it certainly seemed to raise doubt
about the validity of the SRI that was used and the responses they
prompted. To examine the question of how our assessments of student
responses would compare to colleagues” assessments, in this study we
extended our original attempt by asking a small group of six colleagues
to repeat the assessment process in order to see what percentage of the
responses they would find relevant, irrelevant, or not clearly either.

Participants

A total of 8 assessors participated, comprising 4 university or college
English instructors (including the authors), 1 English instructor of a
private language school, 1 college social science faculty member, and
2 individuals who worked as translators and taught English or Japanese
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part-time in universities and privately. Two assessors (the authors) were
English native speakers, and the remainder Japanese native speakers
with advanced or near-native ability in English. As this was a pilot
effort, we approached colleagues whom we knew, who were familiar
with the student ratings process, and who would be interested in the
study and sympathetic with its aims.

Materials

Each assessing instructor was provided with transcripts of the
interview responses grouped by item (i.e. all responses to Item 1, all
responses to Item 2, etc.), either in the original Japanese or English
translations, as they preferred. All assessors but one Japanese individual
chose transcripts in their native language. Assessors were also supplied
with a grid, with student numbers (1-10) on the horizontal axis, and
SRI item numbers (1-12) on the vertical axis (see Appendix). These
grids were to be used to record the assessments of student responses as

relevant, irrelevant, or not clearly either.

Procedures

The authors’ original assessments were treated as part of the data
collection since it fit the conditions of other instructors’ assessments,
namely no discussion of item definition prior to assessing. No special
definitions of the term “relevance” or other terms were offered to the
participating instructors since college and university instructors are not
ordinarily provided glosses in the course ratings process or on receipt of
results. Following the original procedure, the instructors were asked to
indicate, according to their own judgment, whether a response seemed
Relevant to the item in the usual sense (marked with “O”), Irrelevant
(“X"), or Unclear (not clearly Relevant or Irrelevant) (“?”).

To illustrate, examples of individual student responses which were
most frequently categorized as Relevant, Irrelevant, and Unclear are
shown below:
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a. Example response assessed as Relevant (O) by all 8 instructors
Item 12. Considering the course as a whole, | feel satisfied with it.
Student 1: Rating - 6
Yes. We used a variety of materials, studied a lot of English and
it was fun...and it was good to be able to talk about ourselves
to one another in English.

b. Example response assessed as Irrelevant (X) by 7 of 8 instructors

Item 2. The content of the lessons corresponded to the syllabus.

Student 4: Rating — 4
I haven’t read the syllabus much so I don’t really know but if
| compare it to the First Year, we are doing the same sort of
things so it might probably correspond to the syllabus, I think.

Interviewer: It might probably correspond so you put “4”?

Student 4: Yes.

c. Example response assessed as Unclear (?) by 3 of 8 Instructors

Item 4. The use of teaching materials (blackboard, audio-visual aidls,

textbook, handouts etc) was appropriate.

Student 7: Rating - 5
This is “5”.

Interviewer: What do you think “The use of teaching

materials... was appropriate” means?

Student 7: Did you use the textbook properly as the course
progressed?...The textbook we are using now is really easy
to understand so we followed it through the course, “5 - This
statement is mainly appropriate.”

Interviewer: Alright, but it’s not “6"?

Student 7: No, it isn’t. Often, the textbook...we didn’t only use the
textbook every lesson, so “This statement is mainly
appropriate.”

Interviewer: Alright. If you used the textbook more, would

you choose a higher number?

Student 7: Yes.
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The instructors’ assessments of students’ item-responses were entered
into a table, exemplified in Table 1. Here Student 1’s assessment data
(O, X, and ?) for Items 1 to 12 are shown for each instructor, A — H. The
columns on the right show the percentage of assessments comprising
O’s, X’s, and ?’s. For example, for Item 1, 5 out of 8 instructors assessed
Student 1’s response as Relevant (O), a percentage of 62.5%. Two
instructors assessed the response as Irrelevant (X), a percentage of 25%,
and 1 as Unclear (?), 12.5%.

Thus, each student response for the 12 items (10 students X 12 items
= 120 responses) was similarly assessed for relevance by 8 assessors
(120 responses X 8 assessments) for a total of 960 assessments. Then,
for each student, a mean percentage of O’s, X’s, and ?s was derived
for all ltems 1-12. As can be seen above, Student 1 had mean O
assessment percentage of 82.3% for all 12 items (i.e. seemed Relevant
to the assessors), a mean X assessment percentage of 14.6% (seemed
Irrelevant), and a mean ?¢ assessment of 3.1% (seemed Unclear).
Identifying mean assessment percentages for each student offers a way
that students might be compared with one another, i.e. to see if a given
student’s responses seemed to assessors as relevant as other students’
responses.

Next, for each item, a similar mean percentage of O assessments, X
assessments, and ¢ assessments was derived for responses from Students
1-10. Identifying mean assessment percentages for each item offers a
way of comparing items to see if some items might lend themselves
to greater ease of student understanding and interpretation. Items that
are readily understood by students may be expected to result in more
relevant responses than items that are not.

Finally, the distribution of instructors’ assessments was examined.
Instructors were compared for the number and percentage of O’s,
X’s, and ? assessments they made. This allowed us to see whether
instructors employed greater or lesser latitude in their assessment
of student response relevance. Additionally, the degree to which
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instructors’ assessments agreed with one another was examined by
finding the percentage of overlap between each possible pair. More
sophisticated analyses of the degree of overlap between pairs or among
all instructors are available, e.g. Fleiss’ kappa, but the size and pilot
nature of this study and the small numbers of participants merited a
simpler and more direct approach.
These procedures generated the core of our results. The next section
reports on the following analyses:
1. Total distribution of all relevant (O), irrelevant (X), and unclear
(?) assessments of student responses.
2. Comparison of students on their mean percentages (for all items)
of O, X, and ? assessments.
3. Comparison of items of their mean percentages (for all students)
of O, X, and ? assessments.
4. Comparison of instructors on the number and percentage of O,
X, and ? assessments across students responses to items.
5. Percentage of assessment agreement between each possible
pair of instructors.

Results

The results are presented in order of the analyses, starting with the
distribution of instructors” assessments across all data. They continue
with comparing results for students, items, and for the instructors
themselves.

Total distribution of Relevant (0), Irrelevant (X), and Unclear (2]
assessments of student responses by instructors

Each of 10 students gave 12 item-responses, making 120 responses
altogether. Each of these responses was in turn assessed by 8 instructors,
making a total 960 assessments. Of these 960 assessments, a total of
697 (72.6%) were assessed as Relevant (O), 177 (18.4%) as Irrelevant
(X), and 86 (9%) as Unclear (?).
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Table 2. For Students 1-10, Mean Percentages for 0, X, and ? Responses to
All Items, Rank-ordered by Relevance (0)

% of Assessor Means

O X ?
Student 1 82.3 14.6 3.1
Student 10 79.2 11.5 9.4
Student 3 77.1 11.5 11.5
Student 8 76.0 13.5 10.4
Student 6 71.9 19.8 8.3
Student 7 70.8 19.8 9.4
Student 5 70.8 21.9 7.3
Student 7 70.8 19.8 9.4
Student 4 69.8 20.8 94
Student 2 65.6 21.9 12.5
Student 9 56.3 30.2 13.5

Mean of means 71.9 18.7 9.5

Comparison of Students 1-10 on mean percentages (for all items) of O, X,
and ? assessments

Calculating the average percentage of instructor O, X, and ?
assessments for each student offers a way to compare students’
relevance “profiles.” Table 2 presents students’” mean percentages for
O, X, and ¢ assessments, rank ordered by students with the highest to
the lowest Relevance (O) means.

Mean percentages of Relevance (O) assessments ranged from
Student 1’s high of 82.3% to Student 9’s low of 56.3%, a range of 26
percentage points. It can also be seen that generally students with
higher mean Relevance assessments tended to have lower Irrelevance
assessments, and those with lower mean Relevance assessment had
higher mean Irrelevance assessments. That is perhaps unsurprising
(though not inevitable, since the third possibility is an assessment of
Unclear). The pattern of Unclear (?) assessments seems less definite. As
might be expected, the means of students’ Relevance (O), Irrelevance
(X), and Unclear (?) assessments are 71.9%, 18.7%, and 9.5%, closely
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Table 3. For Items 1-12, Mean Percentages for 0, X, and 2 Responses for All
Students, Rank-ordered by Relevance (0)

% of Assessor Means
Items (e X ?

Item 6 - The teacher’s explanations were easy

to understand. 97.5 1.3 1.3

Item 11 - I acquired a lot from this course. 93.8 2.5 3.8
Item 8 - The teacher provided opportunities

for comments and questions, responded 86.3 8.8 5.0
appropriately.

Item 12 - Considering the course as a whole, I

feel satisfied with it. 838 12.5 3.8

Item 9 - I was able to sense the teacher’s

enthusiasm. 82.9 12.5 5.0

Item 5 - The quantity of the lesson content was

. 72.5 17.5 10.0
appropriate.

Item 1- I have had a strong interest in this

course from the beginning. 700 16.3 138

Item 7 - The lesson content was easy to

understand. 68.8 18.8 12.5

Item 4 - Use of teaching materials was

. 57.5 26.3 16.3
appropriate.

Item 10 - I felt intellectually stimulated by this
course.

56.3 28.8 15.0

Item 3 - The way of teaching focused on the

important points. 523 325 15.0

Item 2 - The content of the lessons

corresponded to the syllabus. 425 450 125

Mean of means 72.0 18.6 9.5

Note: Note that these item means will not sum to 100, since they are each
calculated from assessments of the 10 students’ item-responses, which are
independent of each other.
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akin to the overall percents noted above (Result 1) of all 960 Relevance
assessments (72.6%, 18.4%, and 9.0% respectively). The most notable
finding here is that the range of Relevance and Irrelevance means for
students makes it clear that, to the instructors, some students may
seem more capable than others at providing evaluation ratings through

appropriate and expected, that is, relevant, reasoning.

Comparison of Items 1-10 on mean percentages (for all students) of 0, X,
and 2 assessments

Next, we examine the average percentages of instructors’ (O), (X),
and (?) assessments for Items 1-12, which allows a comparison of items’
relevance “profiles.” Table 2 shows the item means, ranked ordered by
items from highest to lowest Relevance (O) mean.

Student responses for Item 6 (The teacher’s explanations were
easy to understand) have a remarkably high mean Relevance
assessment of 97.5%. This suggests that this item is sufficiently clear
and uncomplicated to students” interpretation that their responses are
almost unanimously considered direct and relevant. Student responses
for Item 11 (I acquired a lot from this course) also received a high
mean assessment of Relevance at 93.8%. Student responses to ltems 8
(The teacher provided opportunities for comments and questions and
responded appropriately), Item 12 (Considering the course as a whole,
| feel satisfied with it), and Item 9 (I was able to sense the teacher’s
enthusiasm) received mean Relevance assessments in the 80’s. In
contrast, the lowest mean Relevance assessment was for Item 2 (The
content of lessons corresponds to the syllabus) at 42.5%. As the item
means for Os decrease, the means for Xs increase (with the exception
of Item 1), as we might expect. Generally, the trend of ¢s is to increase
as well. If the item means for Relevance, Irrelevance, and Unclear
assessments are examined for their mean, i.e. the mean of item means,
we find they are again similar (72.0%, 18.6%, and 9.5%) to the overall
percentages (72.6%, 18.4%, and 9.0%, respectively).
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The striking finding here is the dramatic range of item Relevance (O)
percentages, from Item 6 at 97.5% to Item 2 at 42.5%, a range of 55
percentage points, and the range of item Irrelevance (X) percentages,
from Item 6 at 1.3% to Item 2 at 45.0%, a range of 43.7 percentage
points. This certainly suggests that, from the students’ perspectives,
some items, such as Items 6 and 11, may be easily interpretable and
easy to respond to in a clear, relevant way. Others, such as Items 4, 10,
3, and 2 may be harder for students to interpret, and correspondingly
more difficult to respond to in a way that is seen as expected, normative,

and comprehensible.

Comparison of instructors on their overall number and percentage of 0, X,
and 2 assessments

Next, the degree to which assessments differ among Instructors A
through H is addressed. The overall number and percentage of Relevance
(O), Irrelevance (X), and Unclear (2) assessments (out of 120 assessments)
for each instructor are compared. Table 4 shows the data in rank order of
instructors with highest to lowest Relevance (O) percentage.

Once again, a considerable range in instructors’ assessments of all
three kinds can be seen. Among Relevance assessments, instructor F
considered nearly 86% of student responses to be relevant, but Instructor
E felt that only about 54% of responses were relevant, a range of nearly
32 percentage points. Assessment of Irrelevant responses ranged from a
low of 1.0% (Instructor G) to a high of 39.2% (Instructor E), a difference
of 38 percentage points. With two exceptions (Instructors H and G), as
the percentage of Relevance assessments decreased, the percentages
of Irrelevance assessments increased, as might be expected. Responses
that were seen as Unclear ranged from O (Instructor C) to 31.7%
(Instructor G), but seem to have no clear trend. However, once again,
the mean of instructor means for assessments of Relevance, Irrelevance,
and Unclarity (72.4%, 18.0%. and 9.6%) falls close to the overall
percentages (72.6%, 18.4%, and 9.0% respectively).
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Table 4. Numbers (and Percentages) of Assessments of Student
Responses (0, X, and 2] by Instructors, Rank-ordered by Relevance (0)

Responses Assessed as

Instructor Relevant - O  Irrelevant - X Unclear - ?
F 103 (85.8%) 2( 1.7%) 15 (12.5%)

D 97 (80.8%) 21 (17.5%) 2 ( 1.7%)

A 94 (78.3%) 23 (19.2%) 3( 2.5%)

H 90 (75.0%) 6 ( 5.0%) 24 (20.0%)

B 89 (74.2%) 29 (24.2%) 2 ( 1.7%)

C 87 (72.5%) 33 (27.5%) 0.0

G 70 (58.3%) 12 ( 1.0%) 38 (31.7%)

E 65 (54.2%) 47 (39.2%) 8 ( 6.7%)
Mean 86.9 (72.4%) 21.6 (18.0%) 11.5(9.6%)

Percentage of assessment agreement hetween each pair of instructors

To determine the degree of agreement of instructors’ assessments,
each pair of instructors’ assessments was examined for a simple
percentage of agreement. Table 5 shows pair-wise comparison of
instructors’ percentage of agreement. Each percentage shows the
combined total agreement of Relevance assessments, Irrelevance
assessments, and Unclear assessments.

Nine cells have agreement percentages in the 70’s (4 fell slightly
above the authors’ original agreement rate of 73.3%; all others fell
below to varying degrees). Eleven cells show agreement percentages
in the 60’s, 6 cells in the 50’s, and 2 cells in the 40’s. Again there
is noticeable variation in agreement, ranging from a low of 48.3%
between Instructors E and H, to a high of 75.8% between Instructors D
and G, and G and H, a distance of 27.5 percentage points. The mean
agreement of all pairs is 63.9%, which seems a fair or moderate degree
of agreement at best.

To summarize, instructors’ assessments of response relevance were
classified over all students and items, by students’ means, by item

means, and by the instructors’ Relevance assessments themselves and
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Table 5. Percentages of Agreement for Each Instructor Pair

Assessor A B C D E F G H
A — 73.3 66.7 75.0 61.6 49.2 72.5 63.3
B — 72.5 75.0 56.7 57.5 70.8 64.2
C — 72.5 65.0 52.5 69.2 61.7
D — 56.7 60.0 75.8 67.5
E — 50.0 52.5 48.3
F — 61.7 60.8
G — 75.8
H —
Table 6. Summary Table of Results
Item Relevance Irrelevance Unclear
Overall assessments 72.6 18.4 9.0

Range of mean
assessments for students 56.3-82.3 14.6-32.2  3.1-13.5
1-10

Range of mean assessment ) 5 o075 13450  13.163
for items 1-12
Range of percentages of

Instructors A-H 54.2-85.8 1.0-39.2 0.0-37.7

Note. All assessments measured as percentages.

the degree of their agreement with one another. Three sets of findings
emerged, which are summarized in Table 6.

First, instructors found 72.6% of all responses Relevant, and 27.4%
either Irrelevant or Unclear. Second, when students’” mean relevance
assessments were taken, there was a considerable range of variation,
56.3% to 82.3%. This suggests that some students’ reasoning for rating
selection may be more credible than others. When item mean relevance
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Percentages  Frequency

40-50% 2
50-60% 6
60-70% 11
70-80% 9

Figure 1. Comparison of instructor agreement including frequency of
agreement in each percentage range. Mean agreement=63.9%

assessments were taken, there was an even greater range of variation,
42.5% to 97.5%. This suggests that some items lend themselves to
clearer and more straightforward interpretation by students, and thus
more relevant responses. Further, instructors also differ markedly
from one another in the percentage of relevance assessments given,
a range of 54.2% to 85.8%. This suggests that instructors may define
relevance with greater or lesser strictness, or by varying standards.
Finally, the percentage of agreement between each possible pair of
instructors shows wide variation, clustering between 60-80%, with a
mean agreement of 63.9%, reinforcing the perception of variation in
instructors’ views of relevance (Figure 1).

These results show that despite best intentions of an institution, an
evaluation instrument with seemingly straightforward and useful items
has yielded results reflecting unintended subjectivity and error mixed
into what may be useful teacher feedback. It appears that some items
ask for student responses with varying degrees of clarity, and students
appear variably capable of making meaningful responses. The variability
in instructor assessments seemed to further confirm the uncertainty
of what constitutes relevant or meaningful student responses. Given
the small size of this study, we cannot know how representative these
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findings are. Nor is not the purpose of these studies to critique this
particular instrument since similar items are so widely used, and in any
case the instrument has been updated since the original data collection.

Nonetheless, the combined results of these investigations must
surely help to disconfirm the appearance of objectivity attributed
to or implied by the many studies correlating SRI data and other
measures. Further, the findings of Part 1 and Part 2 show explicitly
the possible ways in which SRIs are, as Fich (2003) noted, “low-
precision instruments.” At least it must be argued, despite nuanced
discussions of SRI validity (e. g., Theall, Abrami, & Mets, 2001), that if
conventional SRIs and their use are to credibly reflect and inform on
teaching effectiveness, either to students or to instructors, they must be
amenable to direct demonstration using verbal protocols. For student
evaluation instruments to be useful, we must have confidence that these
instruments accurately and authentically characterize classroom events
and objectives as intended by the instructor, as well as the students’
classroom experience, in both item construction and ratings options.
Thus, a high proportion of students must find the instrument designers’
intended presuppositions, implications, and meaning recognizable,
and must be able to respond in kind.

This two-part study illustrates how far afield a conventional SRI may
be from these aims. It is conceivable that different items may vyield
a different result, or that an instrument that has undergone rigorous
validation procedures may vyield a different result (see Abrami,
d’Appolonia, & Cohen, 1990, for a discussion). However, this remains
an empirical unknown. Given the fact that many institutions develop
their own evaluation instruments, it may be that the unease with
conventional SRls articulated by many critics, which has edged their
use away from a central role in faculty evaluation, is well-founded.

Findings of verbal protocol studies such as this one and others
mentioned here, and interview studies on instructor perspectives
and student characteristics on this topic in the Japanese setting are
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significant for tertiary education in Japan and the issue of course
evaluation. The acceptance of western-style student ratings instruments
for evaluation of college and university classes has spread rapidly.
Indeed, it may be that all the features that initially appealed to western
administrators are attractive for the same reasons to institutional
administrators in Japan. At the same time, alternative approaches to
evaluation of faculty effectiveness finding favor in western institutions
(e.g. classroom observations, portfolio development) may encounter
societal and cultural constraints in Japan, where direct observation
and critiquing colleagues’ work may seem too intrusive. It remains
an empirical question whether SRIs, developed in the context of
traditional western academic presuppositions and implications, can
be meaningfully employed with valid results in the Japanese tertiary
classroom. Abrami, d’Apollonia and Rosenfeld (2007) point out that
conventional ratings instruments may not have content validity when
used in classrooms employing newer, student-centered teaching
paradigms such as cooperative learning (p. 403). Indeed, Burden
(2008a, 2008b) reports that instructors in Japan using communicative
methods in their language teaching find conventional SRIs feedback
lacking relevance and credibility, and unrepresentative of what they do
in the classroom. Additionally, Ryan (1998) reviews studies showing
that Japanese students judge their instructors differently from students
of other countries, for example valuing whether a teacher is creative,
entertaining, and approachable over the teacher’s content expertise (as
in some other countries). Further, studies noted by Ryan (1998) assert
that Japanese students evaluate native-speaking instructors and non-
native-speaking instructors differently. Whether university instructors in
Japan use traditional lectures or not, it remains to be demonstrated how
the western model of SRIs constructed in Japan can be made optimally
responsive to the Japanese context.

At the same time, given increasing acceptance of SRIs in Japanese
institutions, administrators and instructors are in a position to bypass
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missteps and errors made elsewhere in countries with longer histories
of SRl use. Users in Japan can benefit from expert advice generated over
decades, including the recognition of SRIs” imperfections and biases
and the necessity of complementary alternative methods of evaluation,
however they may be developed in Japan. Further, well-known misuses
of results can be avoided, such as comparing individual instructors’
means with one another where classroom objectives, content, and
student characteristics differ (McKeachie, 1997), or using instrument
means rather than global item means (d’Apollonia & Abrami, 1997) or
attainment of instructional objectives (McKeachie, 1997; Winskowski
& Duggan, 2008) for summative evaluation.

Instructors can additionally take an activist role in their own

evaluation of classroom effectiveness, which may include the following:

1. Instructors can become conversant with instructor characteristics
that are widely agreed-upon as effective. While we may
have reservations about the numerical rating of an instructor
characteristic, awareness of such characteristics as organization
and clarity can be usefully applied by thoughtful instructors.
Long-term work on instructor characteristics by Murray (2007)
and Feldman (2007), expertise on college teaching (e.g., Bain,
2004), and discipline-specific experts help point the way.
McKeachie (2007) notes that instructors can be trained to
employ effective behaviors. Essentially, however, instructors
can simply train themselves and each other with methodical
observation, feedback, and purposeful innovation, with careful
adaptation to the Japanese tertiary context.

2. Instructors can design their own ratings instruments based on
the objectives of their course and the activities and events
conducted that are intended to accomplish them (Winskowski,
2006; Winskowski & Duggan, 2008). Instructors can incorporate
notions of effective teaching into their ratings instruments. For

greater usefulness, instructors can implement evaluation before
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the end of the semester, when there is still time respond to student
feedback. Also helpful is an emphasis on low-inference items
which can “be recorded objectively, with little or no judgment
or inference, on the part of the observer” (Murray, 2007, p.
184), and which is more informative than high-inference items
(Winskowski, 2006).

3. As others have noted, instructors can train students to be critical
observers of their own learning and how course events and their
own engagement in the course affect that learning. This moves
the role of evaluation from a potentially adversarial one and
into a cooperative and mutually beneficial one.
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Notes

1. All figures in this report are rounded.

2. Cohen’s kappa is a widely accepted indicator of agreement,
reflecting how far observed agreement on categorical data departs
from expected agreement. While there are no universally agreed-
upon standards, a kappa of at least .60 is frequently accepted as

“good” agreement.
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Pilot Ratings Study — 2007-08
Assessment: Were the students responsive to the items?
Assessor’'s Name:

Instructions — Please show if each student’s response seemed

relevant or responsive to the item. O = Completely relevant or mostly relevant

Please the following symbols: X = Totally or mostly irrelevant

Thank you very much for your help! ? = Not clearly relevant, but not clearly irrelevant (I am not sure)
Students

1 2 3 4 5 6 7 8 9 10

Item 1- [ have had a strong interest in this course
from the beginning.

Item 2 - The content of the lessons corresponded
to the syllabus.

Item 3 — The way of teaching focused on the
important points.

Item 4 - Use of teaching materials was appropriate.

Item 5 — The quantity of the lesson content was
appropriate.

Item 6 — The teacher’ s explanations were easy to
understand.

Item 7 — The lesson content was easy to
understand.

Item 8 — The teacher provided opportunities for
comments and questions and responded
appropriately.

Item 9 — I was able to sense the teacher’s
enthusiasm.

Item 10 - I felt intellectually stimulated by this
course.

Item 11 — I acquired a lot from this course.

Item 12 — Considering the course as a whole, I feel
satisfied with it.
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